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Computer Centre By Numbers

19 Feb 2012 Sun 11:06:32

Service information

site: CERMN

email: Iimre.szebenyi@cern.ch

manager: Imre Szebenyi &

full name: Computer Centre By Numbers

short name: CCBYMNUM
group: I T-CF-FPP

Service availability (more)

percentage: 100%
status: available
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avaiabiy: [

last update: 11:01:02, 19 Feb 2012
(6 minutes ago)

expires after; 1440 minutes

£ rss feed with status changes

availability in the last 24 hours (more):

100

gt
Sat 12:00 Sun Q0:00

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it

Additional service information (more)

MNumber of processors:

Mumber of cores:

Memary capacity (TiB):

Memory modules:

Raw HDD capacity (TiB):

Mumber of HDO's:

MNumber of systems:

Mumber of RAID controllers:
Mumber of enclosures:

SPEC CPU2006:

Mumber of racks:

Mumber of virtual machines:
Mumber of Fibre channel ports:
MNumber of 1G ports:

Mumber of 10G ports:

Current power consumption (KW):
Current power consumption (kKVA):

14,972
64,623
165
55,729
62,660
62,023
71,975
3,607
1,554
503,637
1,070
3,908
742
16,773
622
2,186
2,305

The LHC Computing Grid - February 2012

24x7 operator and
system admin support

Management and
Automation framework
for large scale Linux
clusters

Hardware installation &

retirement

~7,000 hardware
movements/year; ~1000 disk
failures/year




What are all these CERN| T
computers/disks/networks... for? Department

Data acquisition and
- processing
Ty
N
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Data analysis  «

SR 0 A0 12 M0 160 180
CERN IT Department m, [GeV]
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Switzerland
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§ Basic physics

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it

Fragmentation,
Decay

Interaction with
detector material
Multiple scattering,

interactions

4
~

—

From Physics to Raw Data

~

B 3

Detector
response
Noise, pile-up,
cross-talk,
inefficiency,
ambiguity,
resolution,
response
function,
alignment,
temperature

CERNIT

Department

2037 2446 1733 1699
4003 3611 952 1328
2132 1870 2093 3271
4732 1102 2491 3216
24211211 2319 2133
3451 1942 1121 3429
3742 1288 2343 7142

Raw data
(Bytes)

Read-out
addresses,
ADC, TDC
values,

Bit patterns



2037 2446 1733 1699
4003 3611 952 1328
2132 1870 2093 3271
4732 1102 2491 3216
24211211 2319 2133

3451 1942 1121 3429
3742 1288 2343 7142

Raw data

Convert to
physics
quantities

Detector
response
apply
calibration,
alignment,

Reconstruction

Interaction with
detector material
Pattern,
recognition,
Particle
identification

CERNIT

Department

<= )

Fragmentation, Basic physics
Decay

Physics Results
analysis

Analysis

Simulation (Monte-Carlo)

—



. . CERN
Analysis flow (user view) = 0 .

RAW DATA DETECTOR. INTERACTION WITH FRAGMENTATION, BASIC PHYSICS
RESPONSE DETECTOR. MATERIAL DECAY

CONVERT TO APPLY PATTERN, PHYSICS RESULTS

PHYSICS CALIBRATION,  RECOGNITION, ANALYSIS o

QUANTITIES ALIGNMENT, PARTICLE

Data selection
4 (qua//ty type,

IDENTIFICATION

@ User analysis

ANALYSIS D - '
':i}‘i — § 80| - 7w a5 DH;‘!":.ICIieV}:
Production System o A S

SIMULATION (MONTE-CARLO)

Cie
[ & _
‘ Production System

But how this is done in practice? Of course we need CPUs, disks, networks etc..
The problem is orchestrating hardware resources, software and humans :)

RECONSTRIUCTION .
————————————————————— -

Events/s GeV
[ ]
N
M

“All” data are stored in files (aggregated as “datasets” = collections of files). Only a small
fraction of data in real DBs (e.g calibrations). This is one characteristics of HEP computing.

- In ~ ~ [I=



The role of the CERN Computer cernNjT
Centre Department

~ 300.000 MB/s ~ 300MB/s
from all sub-detectors Raw Data

Tier-2 Centres
(>100)

" Tier-1 Centres
-~ - -10 Gbit/s links.

i

CERN Computer Centre

..... g [T s

Bg

LHCb ~ 50 MBlsec i~ | =t

ATLAS ~ 320 MBlsec - £,

ALICE

CERN IT Department i = -

CH-1211 Geneve 23
Switzerland
www.cern.ch/it
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ATLAS: 7,000 tons, 150 million sensors
generating data 40 millions times per
second i.e. a petabyte/s (1 million GB/s)

'. ‘I'; L]

””” l
| i

o

=2

=1L e ; -

1 ATLAS is around than 3,000 collaborators

} | From 169 universities from 37 countries
~1000 students!!!
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, One of CERN main responsibilitie S5V T

7771 (LHC scientific programme — LHC data management) e —

“Tier O function

Analysis centre

Q Experimental data to tape (RAW) @ Each LHC physicist has
0 Data distribution (Tier0 — Tierls) access to CERN!

0 Data reconstruction and 0 CERN-based analysis
redistribution groups
» - RAW - ESD/DST,AOD..
@ Archival data (e.g. simulation

data generated in other centres)

Data acquisition and
processing

i i Mm ey
Fooa Data analysis -
CERN IT Department . .
CH-1211 Geneve 23 i 1 [ |
e

Switzerland
www.cern.ch/it
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CERN Computer Centre: Storage, Distribution CERN|T
#)” and Processing (Reconstruction and Analysis)

Department

LT
I (I
i Il

it

. -/ 4 ' W Géant: the pan-european Research
T X 3 and Education Network

CERN IT De
CH-1211 Ge

. LHCOPN: dedicated links with major
Switzerland ]

e e L e o L s e e S L S L e o | CO m p Ute r Ce n tres Wo rI dWi d e
www.cern.cn/It The LHC Computing Grid - February 2012



=" The HEP Data Challenge =T

Department

- LHC will run for 20 years

- Experiments are producing about /%
15 Million Gigabytes of data each |7
year (about 20 million CDs!)

- LHC data analysis requires a
computing power equivalent to
~100,000 of today's fastest PC

= processors
=W Requires many cooperating Economist [T

computer centres, as CERN can onfy s
provide ~20% of the capacity ' The data delu

Balloon
30Km

AND HOW TO HANDLE IT: A 14-PAGE SPECIAL'REPORT

A challenge for physics...
| ... and a challenge for technology
il research and industry as well

CH-1211 Geneve 23
Switzerland
www.cern.ch/it

 wi i
The LHC Computing Grid - February 2012 12



i : ” CERN| T
=y Blg data non HEP specific (... any longer) pepartment

t HEP (LCG): Non HEP:
*CASTOR *Google, Facebook, etc...

[ .|

! *EQOS *e.g. HADOOP

*Other LCG systems *Astronomy:

«dCache (most popular *LSST: xroot for DB access

among Tierls) - DESY (large-scale distributed
=== queries)
*DPM (most popular among
Tier2s) - CERN *Everyone:
_ openstack
*STORM - INFN *Cloud Computing n
Xroot - SLAC *OpenStack swift
UMY zestvan - Berkeley *More file system N1
CH-1211 Gee‘):gvzgg 'AFS, NFS 411 CEPH

Switzerland
www.cern.ch/it 13



Moore's law T

Department

Microprocessor Transistor Counts 1971-2011 & Moore's Law

2,600,000.,000
1,000, 000,300 —

100, 000,000 —

curve shows transistor
10,000,000 — enunt doubling ewvery

ho years

1,000,000 —

Transistor count

100.000 —

10,000

2,300 -

r T T T d
1971 1980 1990 2000 2011

5 :F:m Date of introduction
T T

plelele]

100

TR IR IR ERRERTTT

10

Capacity (GE)

Technology helps you...
IF

you have good ideas

CERN IT Department
CH-1211 Genéve 23 0-001198?0.1 AND

Switzerland
www.cern.ch/it

0.1

||||l'|TI'1 \Hllml ||H|I'|'l| llllll'l'l'f ||||I'ITI'| ||||l'|'ITr

.01

you can master the global complexity



> “Historical” example...  “™IT

Department

CERN celebrates 20 years of a free, open web
Ap!

Geneva, 30 April 2013 - Twenty years ago CERN * published a st that made the World Wide

was allowed to flourish.

The techn , invented in 19
developed © t the demand f
und the world.

Other information retrieva ems that used the Internet - such as WAIS and G
the time, but the w y g with the fact that the tech—- e

ERN - and in the world — was dedicated to

Lee's NeXT computer. The website desci
to access other people's ts a OW 10 Set up your
the original , sadly the world'

The LHC Computing Grid - April 2011




7 COMPASS proposal (1996) T

Department

Use a Linux PC farm

 (Data) challenge

* Semiinclusive - « Instead of the “usual super

reconstruct “_the rest” of the computers’
deep inelastic event
- 35 MB/s
e C++
- 300 TBl/year

* Instead of good ol' Fortran IV

All data in a data base
(Objectivity/DB)

* Instead of “plain” files
* Object store (noSQL)

More than a prototyper::

First experiment using

« 3 fimes less data 14 years before LHC
. : (LHC experiment) (7 Moore's cyoles CASTOR
cERNIT Depaltment  hence ~2") « Instead of writing tapes “by
switzerland .« 40x factor ‘against’ us (2/3) ourself”

www.cern.ch/it
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= CCF at CERN e - [ Close collaboration with CERN IT
=) P

COMPASS was the first/among the first to:

s =

- B

- Part ofalarge farm e Migration to Linux PC farms
g = ; b_ (conclusions of CHEP2000)

— || « CCF at CERN

Eventually decommlssmned * ACID in Trieste

5 - Use of Objectivity/DB at the 10> TB
Still in use [EELEIE

irst production user of CASTOR

» Deliver and operate CORAL (C++
framework) for data processing
. * And the algorithmic parts, notably the
Still in use RICH reconstruction

il I)( International Conference
FIHI on Science, Arts and Culture

il GRID COMPUTING |
Jlll A NEW TOOL FOR SCIENCE S8

«AND INNOVATION

Cl,c\( st 25-29 2009

S\(_,|J nj, Croatia
W. -

T -

FOR SCIENCE ARTS AN D SRl

EURCPEAN CENTRE




CERNIT
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Run 2010 - Collected data to CASTOR
MB/s

T a0
Iy J A mMnﬂL% I’F 210

fn/f | AU»UT W 140

; “ ] /_f
- i 1 — 70
- - - . -/-II - - - H B B B B = N = . LB - - -d- - .. eesgn L
i T Value (35 MBIs)
|‘ ) T T T T T T T T T T T I 0
i - o (=] =] =] (=] (=] Q o - - = = > > (2]
g &8 ¢ €8 5§ 55 2 3 2 9 &4 & S S 2 2 =
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Data-to-Tape Rate

Integral Growth

ENFORCED



CERNIT
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Switzerland
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Data management today T

Department

+ CASTOR for Tier0 CASTOR
« “"RAW” data, tape

Installed (usable) disk capacity Number of Staged Files
100M
aCCessS

12.9

10M 79

« EOS for analysis

280 2.2
« Analysis data, disk P ™ 1
Only SNSRI S
« Optimised for different w .t Number of Files
use cases (TO and Paoly qoom 282
analysis) 209
10M &5
1M !

&P

& 0‘0 '\\0

Total installed disk capacity :
13.0 PB + 22.4PB

CERN IT Departnt Over 100 PB in the CERN store (disk+tape)

CH-1211 Geneve 23

Swizerland NB: 1 week of LHC (2012) = 1 PB on tape!

www.cern.ch/it



T

CERN IT Departmenti
CH-1211 Geneve 23
Switzerland
www.cern.ch/it

DSS/FDO weekly report (03 May 2013)

ACRON service

Instance Jobs Efficiency (*) Unique user/host

@cern 859.6 K 946 % 689.0
AFS service

Instance Capacity Files o Size o

@cern 8017 TB 1.7G 203 M 198.68 TB 32TB
FILER service

Instance Capacity Flles ¥ Size o

@cern 192.0TB 1164 M 07 M 237 TB 01 TB
CASTOR service

Instance Files Fi Size i OnTape o

@cern 3112M 02 M B6.3 PB 1320TB 746 PB 1210 TB
EOS service

Instance Files o Size o

@cern 134.5 M -1.7 M 15.7 PB 462.1 TB

alice 96.8 M -2.4 M 41PB -66.4 TB

atlas 299 M 05 M 42 PB 1328 TB

cms 6.8 M 02mMm 4.8PB 4000 TB

Ilhch 1.0M 01 M 25PB 15.8 TB
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Data durability on a disk farm

% df -H

Filesystem

/dev/sdb
/dev/sdc
/dev/sdd
/dev/sde
/dev/sdf
/dev/sdg
/dev/sdh
/dev/sdi

/dev/sdj

/dev/sdk
/dev/sdl

11 RAID1 pairs

Size Used Avail Use% Mounted on

1.9T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T

2.2G
2.2G
2.2G
2.2G
2.2G
2.2G
2.2G
2.2G
2.2G
2.2G
2.2G

1.9T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T
2.0T

1% /srv/castor/01
1% /srv/castor/02
1% /srv/castor/03
1% /srv/castor/04
1% /srv/castor/05
1% /srv/castor/06
1% /srv/castor/07
1% /srv/castor/08
1% /srv/castor/09
1% /srv/castor/10
1% /srv/castor/11

2 TB * 11 filesystem (* 2 copies)
~ 44 TB raw storage in one box

1000 boxes — 2000 disks (JBOD)

+ compact (~1 PB in 4 boxes)

— potentially “too little spindles” (analysis)
— potentially “too small network I/F” (analysis)

— data placement problems?

22




, . =i
=7 Different setups (mirror)

Department

¢ Durab”lty (data on HD].) ~ Hardware RAID1

+ = 1-p(HD1) * p(HD1') ﬁ
- First approximation dominated by the i
——

number of replicas

- If anything, in set up 1 there is a bl
correlation (“positive”) which m m
accounts for correlated failures in

HD1 and HD1' RAIN

* Availability (data on HD1) ﬁ
* Setup 1 m
) - 1-p(hostl) 0

bbbl
* Setup 2 m

- = 1 - p(hostl) * p(host2)

CERNIT Depa\rtment AS today:
by e 22 CASTOR: mainly Hardware RAID (RAID1)

www.cern.ch/it EOS: tunable number of full copies (n>1)



- CERN
.un GOOd !)Ipartment

File loss is not nice but unavoidable with a certain probability

® RAID-1 does not protect against controller or machine problem, filesystem
corruption and finger trouble

* typically important files can be recovered from offsite

* In case of backup (CASTOR) the tape reliability is helping the disk one

Files lost per million

Not lost (because of tape copy)

10 o
1 ..................................................................................................................................................................................
© EOS ( RAIN)
O CASTOR (RAID-T only ) N
Real loss (but not primary data)
0.01

Q12011 Q22011 Q32011 Q42011 Q12012 Q22012 Q32012 Q42012 Q12013

2



“return code
R 6

LAk
.......
e,
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‘e
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G
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‘e
Ll

Ta,
LIS
....

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it
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CERNIT

Department

Network 10 for file creations with 3
replicas:

o ==|:
16: 00 18: 00
500 MB/s injection result in
- 1 GB/s output on ethO of all disk servers
(write out of FS1 0.5 GB/s twice)
- 1.5 GB/s input on ethO of all disk
servers

(0.5 GB/s x 3 copies)

Plain (no replica)

Replica (here 3 replicas)

More sophisticated redundant storage
(RAID5, RAIDG, LI%EC)



_ : : CERN|T

Department

come back in <N> s

schedule transfer 2

Client RW reopen of an existing file triggers
- creation of a new replica
-dropping of offline replica

EER{“Z'lTlDGefr?QEZ‘Z’;t This is at the heart of our model of operations

i (asynchronous operations) 26
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The World Wide

|| Web provides

seamless access
to information
that is stored in
many millions of
different
geographical
locations

The Grid is an
iInfrastructure that
provides
seamless access
to computing
power and data
storage capacity
distributed over
the globe

CERNIT

Department




WLCG Tiers Organization ~ . ..

Tier-0 (CERN):

Tier-2 Centres Data recording
Initial data

Tier-1 Centres reconstruction

B " Data distribution
1 . Gridka

Tier-1 (11 centres):
_ Permanent storage
SARANIET Re-processing
- Analysis

3l o Tier-2 (~130 centres):
conzes F g N ik : | Simulation
" ' End-user analysis

INFN - CNAF
EEE

a, linky

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it

The LHC Computing Grid - April 2011 28
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H oW d oes |t WO rk? E NLIpartment

ATLAS
Not substantially different for the other HEP experiments
Heavily simplified...
What do we want to achieve
The user wants to specify a subset of the data and run
applications on it (chain of programs reading intermediate
outputs)
Only at the end of the chain data sizes and computational
complexity this can be (possibly) done on a laptop

' 1000+ of physicists worldwide after the same data

CERN IT Department
CH-1211 Geneve 23

Switzerland
www.cern.ch/it

“,‘.'_i”,mi[-ﬂ. | 'ﬁ“

25-NOV-09 M. Lamanna 29



Behind the scenes... “MIT

Department

Data distribution
Site (asynchronous)
services

<
Dataset - {f1,f2,...,fn} DataSet DataSet
content subscription

FTS

Dataset - {sitel,site2,...,sil DDM

DataSet
replica

+Batch system LEC
fi > /ll/ffj.dat

= PanDA payload transfer
Job

executor

myprogram fj

Physical
filenames

< open/read/write/cop
Local access protocol Storage

Monitoring (Dashboard)

Simplified!

Palermo: Messina W
(=2

»,;"g»%d‘ oy - Cebalat o OSrasusa
www.ce e ) < ) "ol 2 Ragusa

L 5 Adlainad
_a S - ok — Congiantine _Annaba Al bL




More info:

INFN (Istituto Nazionale Fisica Nucleare):
http://www.infn.it

IGI (Italian Grid Initiative): http://

www.italiangrid.org/

! RS |t e e e S S R R P SEIRST IR R . | B N SR L

(
Switzerland
www.cern.ch/it

Tier-2 Centres
(>100)

Tier-1 Centres
----10 Gbit/s links
HDGE GridKa

Waaruins, Tt
-

RAL

i Crord ¥z UK
o
SARA-MIKHEF

Artmrcarr, Platha aat

CCINZP3

[

TRI
INFN = CHAF oot

Sclogea ik

Italian Grid Infrastructure J l
Production and Training sites e

INFN-Milano-ATLASC
]

INFN-Torino
]

INFN-Genova

VBN BILES]

F-Infrasursciurs

8 0

INFN-Pavia

INFN-Parma
u

O DLHETPILESRIPTTEEVETAT)
Uniszraielas and Camputing Cantrs

54 sites
~ 13883 cores

5 PB Disk storage
5 PB Tape storage' 10 application domains

1100 users
50 VOs
13k job/year

INFN-TIER1 ey
INFN-CNAF
INFN-CNAF-LHCB
INFN-Bologna

INFN-Romal
INFN-Romal-CMS
INFN-Romal-TEO
INFN-Romal-VIRGO

A SRISUCYEERSRRECAgHiaT]
§ N

- Computer resources
Computing power installed

N

Total: 14212 cores

Total: 25446 kspi2k

@ CIRMMP-Firenze

Ll Disk space installed
CNR-PRODPISA
CYBERSAR-PORTOCONTE

 ENEAINO .

 ESAESRIN

WINFVBART

INFN-BOLOGNA
INFN-CAGLARD
INFN-CATANIA Total: 5 PB
INENCNAF

B INF-FERRARA B INFN-PADOVA msusPisA

I INFA-FRASCATT INFPARMA SPACL-CS-1A64
INEN-GENOVA INFN-PISA W SPACILECCE
N2 W INAN-ROMAL 8 UNEPERUGIA
INENLNS HINANROMALCHS  BICIRMWP
INFMILANO WINFV-ROMAL-TEO CYBERSAR-CAGLIARI

B INFVNAPOLT BINAVROMALVIRGD  BIINF-MILANO-ATLASC

.U NIPG INFN-NAPOLI-ARGO INFN-ROMAZ - INE-PAVIA
dl INFN-Perugia INFN-NAPOLLATLAS  BEINEN-TL M SISSA-TRIESTE

INFN-NAPOLL-CHS INF-TORIN WSPACINAPOLI
INF-NAPOLIPAMELA  BIINFN-TRIESTE UNINA-EGEE

INFN-Frascati
€®;:5a-£srIN
. GRISU-ENEA-GRID  puen nonoi
INFN-Napoli-ARGO
INFN-Napoli-ATLAS u
INFN-Napoli-CMS INFN-Bari
INFN-Napoli-PAMELA

GRISUSACI-Lecce ®

AT

LORIES AR TR SPTESE SN
Catama

€




Outlook

e CERN data for LHC:

e Solid foundation (CASTOR)
* Successful new product (EOS)

« CASTOR and EOS coexist (complementary)
 Goals

« Stability with low operations costs
* Open to adapt to new ideas (also from non-HEP areas)

 Open directions ahead:

 Data management at the heart of our activity

— Critical for the success of physics research
— An exciting field of study by itself
— New stuff coming

0VFIOTPFRRTFRTTRREIIRIMIY » |Is it any good?

CERN IT Department

CH-1211 Geneve 23

Switzerland

www.cern.ch/it 32



—, : CERN
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CERN e-Recruitment Home Page

e-Recruitment

https:/ fert.cern.ch/browse_www /wd_pds?p_web_site_id=1

m (= T
@ vacancies O ancean O Hr Department

7 twiki computer centi@

el

HR Home | Site map | Contact us | CERN Home

Search

I Register in e-RT
I Login to e-RT

1 Search Vacancies

Full Search

Internal Posts &

Recently Published

By Reference

1 Employment Conditions

1 Information for

Staff

Fellows

Associates

Students

Marie Curie Actions

Special Programs

Apprentices
1 Your Feedback

1 Contact Us
1 FAQ

We are at the forefront of technologies in many fields, and there are

IHR General I Recruitment 1 Training I Staff Career 1 Services 1 CERN Official Documents
Information

I Weicome Page CERN is the European Organization for Muclear Research, based on the

1 Intranet Franco-Swiss border near Geneva (more....). News

opportunities for both working and learning at CERN, including student and Welcome to our e-Recruitment website! We rely on

graduate programmes, as well as vacancies in many domains such as
electricity, mechanics, electronics and computing, etc.

Please use the left-hand menu to search and apply for our current
opportunities or look for further information on our recruitment conditions
and programmes, recruitment events or to contact us.

UCquuez icl pour une explication en frangais

your feedback to continue improving this site.
Problems can be reported by mail.

CERN staff please click on "Internal posts” in the
menu to access internal vacancy notices (AIS login
required)! (more info)

Important technical information.

Deadlines

Technical &

Doctoral Students (7-ALGE:0S
Fellows 07-SEP-09
Scientific Associates 19-MAR-09

Do not wait until the last day to send your
application as additional information will be
requested by CERN once your application form has
been received! More Info...

Focus on...

Are you an undergraduate student of a CERN Member
State nationality in a technical field looking for a
practical training period or a place to do your final
project? CERN has a Technical Student programme
that could interest you. If you have completed at
least 18 months of your technical undergraduate
studies, and your course reguires a practical training
period of 6 to 12 months, which you wish to spend at

=

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it

T
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CERN options for
students

University level
(BS/Master)

I Summer student
*  OpenLab summer students

Master thesis
' Technical student (non
physicist)

PhD students

" Doctoral students

Young scientists/engineers
©  Fellowship
»  Other programmes
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