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I keep six honest serving-men
(They taught me all I knew);
Their names are What and Why and When
And How and Where and Who

l R. Kipling
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1960:
24 GeV proton in 
the 32 cm CERN 
hydrogen bubble 
chamber
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1960:
IBM 709 at Geneva 
airport
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1972:
Experiments at the 
CERN PS (East hall)
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1972:
Installation of the 
CDC 7600
(Bd 513)
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1983:
UA1 discovers Ws and 
Z0 at the CERN SppS
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1983:
Computer centre 
mainframes (IBM, 
Siemens, CDC) Bd.513
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1989 - 2000:
LEP experiments
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LHC experiments (ATLAS)
11

ATLAS: 7,000 tons, 150 million 
sensors
generating data 40 millions times 
per second
i.e. a petabyte/s (1 million GB/s)

The LHC Computing Grid - April 2011
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Another view of ATLAS
12

ATLAS is around than 3,000 
collaborators
From 169 universities from 37 
countries
~1000 students!!!

The LHC Computing Grid - April 2011
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The role of the CERN Computer 
Centre

13The LHC Computing Grid - April 2011
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CERN Computer Centre: Storage, Distribution 
and Processing (Reconstruction and Analysis)

14

Géant: the pan-european Research 
and Education Network

LHCOPN: dedicated links with major 
computer centres worldwide

The LHC Computing Grid – February  2012
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• 24x7 operator and 

system admin support
  

•  Management and 
Automation framework 
for large scale Linux 
clusters

• Hardware installation & 
retirement

• ~7,000 hardware 
movements/year; ~1000 disk 
failures/year
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What are all these computers for?
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From Physics to Raw Data

17

Basic physics Fragmentation,
Decay

Interaction with
detector material
Multiple scattering,
interactions

Detector
response
Noise, pile-up,
cross-talk,
inefficiency,
ambiguity,
resolution,
response 
function,
alignment,
temperature

2037 2446 1733 1699
4003 3611  952 1328
2132 1870 2093 3271
4732 1102 2491 3216
2421 1211 2319 2133
3451 1942 1121 3429
3742 1288 2343 7142

Raw data
(Bytes)

Read-out 
addresses,
ADC, TDC
values,
Bit patterns

e+,q

e-,q

f

f
Z0 _
_
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From Raw Data to Physics

18

e+,q

e-,q

f

f
Z0

Basic physics

Results

Fragmentation,
Decay
Physics 
analysis

Interaction with
detector material
Pattern,
recognition,
Particle
identification

Detector
response
apply
calibration,
alignment,

2037 2446 1733 1699
4003 3611  952 1328
2132 1870 2093 3271
4732 1102 2491 3216
2421 1211 2319 2133
3451 1942 1121 3429
3742 1288 2343 7142

Raw data

Convert to
physics 
quantities

Reconstruction

Simulation (Monte-Carlo)

Analysis

__
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Analysis flow (user view)
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Raw data
(Exp. Data)

Production System

Production System

User analysis

Simulation

Data selection
(quality, type, 
config…)

But how this is done in practice? Of course we need CPUs, disks, networks etc..
We cannot rush to the solution yet…

Dataset concept = collection of files. Only a small fraction of data in real DBs (e.g 
calibrations)
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The HEP Data Challenge

• LHC will run for 20 years
• Experiments are producing about 

15 Million Gigabytes of data each 
year (about 20 million CDs!)

• LHC data analysis requires a 
computing power equivalent to 
~100,000 of today's fastest PC 
processors

• Requires many cooperating 
computer centres, as CERN can only 
provide ~20% of the capacity

A challenge for physics…
… and a challenge for technology 

research and industry as well

The LHC Computing Grid - February 2012
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“Historical” example…

21The LHC Computing Grid - April 2011

1990s:
The web was invented at CERN!
The machine used by Tim Berners-
Lee in 1990 to develop and run 
the first WWW server, multi-media 
browser and web editor.
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COMPASS proposal 
(1996)

● Data challenge

● Semi inclusive → 
reconstruct “the rest” of 
the deep inelastic event

● Cool, but:

– 2 times less data 15 
years (~27) before LHCb 
(LHC experiment)

– 64x factor against us

● Use a Linux PC farm

● Instead of the “usual super 
computers”

● C++

● Instead of good ol' Fortran IV

● All data in a data base 
(Objectivity/DB)

● Instead of “plain” files

● First experiment using 
CASTOR

● Instead of writing tapes “by 
ourself”
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Design 
Value (35 MB/s)
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Heavy Ion run (2012)
Experiment CMS
Red = Expt → Computer Centre
Green = Computer Centre to clients (internal and external)
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2011

2010

2012

24 PB 32 PB

CASTOR

CASTOR + EOS

~15 PB

Disk Farm
evolution
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A new solution: the Grid
• Use the Grid to unite computing 
resources of particle physics 
institutes around the world

The World Wide Web 
provides seamless access 
to information that is 
stored in many millions of 
different geographical 
locations

The Grid is an 
infrastructure that provides 
seamless access to 
computing power and data 
storage capacity 
distributed over the globe
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WLCG Tiers Organization

The LHC Computing Grid - April 2011 27

Tier-0 (CERN):
• Data recording
• Initial data 

reconstruction
• Data distribution

Tier-1 (11 centres):
• Permanent storage
• Re-processing
• Analysis

Tier-2  (~130 centres):
•  Simulation
•  End-user analysis
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How does it work?

ATLAS
Not substantially different for the other HEP experiments
Heavily simplified…
What do we want to achieve
The user wants to specify a subset of the data and run 
applications on it (chain of programs reading intermediate 
outputs)
Only at the end of the chain data sizes and computational 
complexity this can be (possibly) done on a laptop

l 1000+ of physicists worldwide after the same data 

2825-NOV-09 M. Lamanna
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FR-CCIN2P3

DE-KIT

NL-T1

ES-PIC

IT-INFN-CNAF

NDGF

US-T1-BNL
CA-TRIUMF

TW-ASGC

UK-T1-RAL

10 clouds 
Only the Tier1 centre are shown
About 100 Tier2s in total25-NOV-09 29M. Lamanna
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Distributed analysis

30
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Behind the scenes…
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Dataset  {site1,site2,…,sitek}

fj  /////fj.datmyprogram fj

Stora
ge

Stora
ge

open/read/write/copy

Simplified
One job executed in one cloud

Data distribution
(asynchronous)

Data
Set 
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Local access protocol
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l LCG has been the driving force for the European 
multi-science Grid EGEE (Enabling Grids for E-
sciencE)

l EGEE was a global effort, and the largest Grid 
infrastructure worldwide  

l Co-funded by the European Commission (Cost: 
~170 M€ over 6 years, funded by EU ~100M€)

l Now moving to a permanent European 
Infrastructure: EGI

Impact of the LHC Computing Grid in Europe 

>300 sites
48 countries
>200,000 cores
>20 PetaBytes
>10,000 users
>150 VOs
>150,000 jobs/day

Archeology
Astronomy
Astrophysics
Civil Protection
Comp. Chemistry
Earth Sciences
Finance
Fusion
Geophysics
High Energy Physics
Life Sciences
Multimedia
Material Sciences
…

32The LHC Computing Grid - April 2011
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More info: 
INFN (Istituto Nazionale Fisica Nucleare):

http://www.infn.it
IGI (Italian Grid Initiative): http://
www.italiangrid.org/

33
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ITU conference (2006)
The problem:
Assign frequencies for 
digital radio and 
television (international
treaty)

Critical point:
Need on 
dependability: verify 
(iteratively)
the compatibility 
between radio 
stations

Solution:
Use the EGEE grid + a 
system used in ATLAS 
and LHCb to increase the 
reliability of the Grid
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Questions?

35
The LHC Computing Grid – February  2012
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CERN options for 
students

University level 
(BS/Master)

l Summer student
l OpenLab summer students

Master thesis
l Technical student (non 

physicist)

PhD students
l Doctoral students

Young scientists/engineers
l Fellowship
l Other programmes
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