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LHC experlments (ATLAS) | =T
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T sensors
=,ﬂ generating data 40 millions times
8 per second
& e a petabyte/s (1 m|II|on GB/s)

ompuTng e Ap



é‘“ I _k
>< 1 ATLAS is around than 3,000
collaborators
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The role of the CERN Computer cernjT
Centre Department

~ 300.000 MB/s ~ 300MB/s
from all sub-detectors Raw Data

Tier-2 Centres
(>100)

" Tier-1 Centres
-~ - -10 Gbit/s links.

i

CERN Computer Centre

..... g [T s

Bg

LHCb ~ 50 MBlsec i~ | =t

ATLAS ~ 320 MBlsec - £,

ALICE

CERN IT Department i = -
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Computer Centre By Numbers

19 Feb 2012 Sun 11:06:32

Service information

site: CERMN

email: Iimre.szebenyi@cern.ch

manager: Imre Szebenyi &

full name: Computer Centre By Numbers

short name: CCBYMNUM
group: I T-CF-FPP

Service availability (more)

percentage: 100%
status: available
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avaiabiy: [

last update: 11:01:02, 19 Feb 2012
(6 minutes ago)

expires after; 1440 minutes

£ rss feed with status changes

availability in the last 24 hours (more):

100

gt
Sat 12:00 Sun Q0:00

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it

Additional service information (more)

MNumber of processors:

Mumber of cores:

Memary capacity (TiB):

Memory modules:

Raw HDD capacity (TiB):

Mumber of HDO's:

MNumber of systems:

Mumber of RAID controllers:
Mumber of enclosures:

SPEC CPU2006:

Mumber of racks:

Mumber of virtual machines:
Mumber of Fibre channel ports:
MNumber of 1G ports:

Mumber of 10G ports:

Current power consumption (KW):
Current power consumption (kKVA):

14,972
64,623
165
55,729
62,660
62,023
71,975
3,607
1,554
503,637
1,070
3,908
742
16,773
622
2,186
2,305

The LHC Computing Grid - February 2012

24x7 operator and
system admin support

Management and
Automation framework
for large scale Linux
clusters

Hardware installation &

retirement

~7,000 hardware
movements/year; ~1000 disk
failures/year

15
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.| CMS Experiment at LHC, CERN
CMS || Run 133877, Event 28405693
{| Lumi section: 387

Sat Apr 24 2010, 14:00:54 CEST

Electrons p=34.0,31.9 GeV/c
Inv. mass =91.2 GeV/c2

N

o

X3
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Switzerland
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Interaction with
detector material
Multiple scattering,
interactions

Fragmentation,

§ Basic physics
' Decay

CERN IT Department
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Switzerland
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Detector
response
Noise, pile-up,
cross-talk,
inefficiency,
ambiguity,
resolution,
response
function,
alignment,
temperature

17
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2037 2446 1733 1699
4003 3611 952 1328
2132 1870 2093 3271
4732 1102 2491 3216
24211211 2319 2133
3451 1942 1121 3429
3742 1288 2343 7142

Raw data
(Bytes)

Read-out
addresses,
ADC, TDC
values,

Bit patterns
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2037 2446 1733 1699
4003 3611 952 1328
2132 1870 2093 3271
4732 1102 2491 3216
2421 1211 2319 2133
3451 1942 1121 3429
3742 1288 2343 7142

Raw data

Convert to
physics
quantities

T~ 1.{ \\//_

Detector Interaction with
response detector material
apply Pattern,
calibration, recognition,
alignment, Particle

identification

Reconstruction

CERNIT

Department
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Fragmentation, Basic physics
Decay

Physics Results
analysis

Analysis

Simulation (Monte-Carlo)

—
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. . CERN
Analysis flow (user view) = 0 .

RAW DATA DETECTOR. INTERACTION WITH FRAGMENTATION, gaS§IC PHYSICS
RESPONSE DETECTOR. MATERIAL DECAY
CONVERT TO APPLY PATTERN, PHYSICS RESULTS
PHYSICS CALIBRATION, RECOGNITION, ANMLYSIS o
QUANTITIES ALIGNMENT, PARTICLE
Data selection IDENTIFICATION

( quallty type,

RECONSTRIUCTION .
———————————————————— -

ANALYSIS

Lie .
€ $#¥Production System
SIMULATION (MONTE-CARLO)

L1
! roduction System

But how this is done in practice? Of course we need CPUs, disks, networks etc..
We cannot rush to the solution yet...

Dataset concept = collection of files. Only a small fraction of data in real DBs (e.g
calibrations) 19

- A~ ~ s



=" The HEP Data Challenge =T

Department

- LHC will run for 20 years

+ Experiments are producing about /%
15 Million Gigabytes of data each |7
year (about 20 million CDs!)

- LHC data analysis requires a
computing power equivalent to
~100,000 of today's fastest PC

= processors
= - Requires many cooperating Economist [T

computer centres, as CERN can onfy s
provide ~20% of the capacity ' The data delu

Balloon
30Km

AND HOW TO HANDLE IT: A 14-PAGE SPECIAL'REPORT

A challenge for physics...
| ... and a challenge for technology
il research and industry as well

CH-1211 Geneve 23
Switzerland
www.cern.ch/it
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¢,__ COMPASS proposal

Use a Linux PC farm

« Instead of the “usual super
computers”

o C++

« Data challenge

 Instead of good ol' Fortran IV .. :
e Semiinclusive -

= | reconstruct “the rest” of
=\ All data in a data base the deep inelastic event
== (Objectivity/DB)

. Instead of “plain” files » Cool, but:

- 2 times less data 15
years (~2') before LHCb

« First experiment using (LHC experiment)
CASTOR - 64x factor against us
i~ - Instead of writing tapes “by
CERN IT Department Ourself”

CH-1211 Geneve 23
Switzerland
www.cern.ch/it
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Run 2010 - Collected data to CASTOR
MB/s

350
< 280
NH‘\AM*% I’ F 210
- ‘u )UT W 140
S B N . | Designm
| Valllje (3(.;3 MBIs)

30 mag
14 giu -
29 giu -
14 1lug -
291ug -
13 ago
28 ago -

Data-to-Tape Rate

Integral Growth

www.shutterstock.com - 3748
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Metwork utilization

10 G
8 0O

A T

-
° 12: 00 18: 00 Qo oo QG Q0

ethd in aver:32.76 max:8.26 min:974.6M curr:3.66

ethd out aver:5. 26 max:9. 206 min:1.26 curr:5.8G

m ethl in aver:0.0 max: Q.0 min: Q.0 curr: Q.o

! ethl out aver:0.0 max: 0. 0 min: Q.0 curr: @, 0

i W ethd in aver:0.0 max: Q.0 min: Q.0 curr: Q.0

i ®m eth2 out aver:0.0 max: @, 0 min: Q.0 curr: 0.0

Bytes/s

Heavy lon run (2012)
Experiment CMS
T Red = Expt — Computer Centre

cern IT Department — (Green = Computer Centre to clients (internal and external)
CH-1211 Geneve 23

Switzerland
www.cern.ch/it
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Hunber of file=s {1876}

3508

CASTOR at

CERN statistics

3ea

Data size
Data size on tape
Hunber of Files

298

288

158

188

a8 |

a
28061

78

1 68

1 98

1 48

1 38

1 28

1 18

28082 2803 20084

2805

2006

2007

Year

2088

2869

2010

i
e

~15 PB

2818

2011

2011

24 PB

2012

32 PB

2

B

68

a8

48

38

28

2818

Size {(PB)

CASTOR

2811

: a
2812 20813

Disk Farm
evolution

CASTOR + EOS

Size {PB}



= : : CERN
A new SOlLItIOnZ the Grld III)Ipartment

- Use the Grid to unite computing
resources of particle physics
institutes around the world

The World Wide Web
provides seamless access
to information that is
stored in many millions of
different geographical
locations

h The Grid is an
Y infrastructure that provides
""" Wl | seamless access to

ffi ti | computing power and data
cern 1T Department. | STOFAQE CApPACitY

CH-1211 Geneve 23

Switzeriand distributed over the globe
www.cern.ch/it
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WLCG Tiers Organization — . ..

Tier-0 (CERN):

Tier-2 Centres Data recording
Initial data

Tier-1 Centres reconstruction

B " Data distribution
; . GridKa

Zh

% Tier-1 (11 centres):
Permanent storage
Re-processing

Analysis

Tier-2 (~130 centres):
Simulation
End-user analysis

CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it
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H oW d oes |t WO rk? E NLIpartment

4 ATLAS
Not substantially different for the other HEP experiments
Heavily simplified...
What do we want to achieve
' The user wants to specify a subset of the data and run
applications on it (chain of programs reading intermediate
outputs)
Only at the end of the chain data sizes and computational
complexity this can be (possibly) done on a laptop

' 1000+ of physicists worldwide after the same data

CERN IT Department
CH-1211 Geneve 23

Switzerland
www.cern.ch/it
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il Department

Tier-2 centres
(about 130)

noge 1ier-1centres ™
Nordic countries GridKa
Germany

M ASGC gl -
d Tawan i;? ety

Stttk Lk L} L.k _ i."'.'.".'.".".
CERN IT Department
CH-1211 Geneve 23

Switzerland
www.cern.ch/it

30



Behind the scenes... “MIT

Department

Data distribution
(asynchronous)

DDM

+Batch system
fi > /ll/fj.dat

open/read/write/copy
Local access protocol

Monitoring (Dashboard)
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: o CERN| T
1 Impact of the LHC Computing Grid in Europe

Department
Enabling Grids
B LCG has been the driving force for the European
multi-science Grid EGEE (Enabling Grids for E-
sciencE)
Archeology EGEE was a global effort, and the largest Grid
Astronomy Infrastructure worldwide

Astrophysics _ Py .
Civil Protection Co-funded by the European Commission (Cost:

comp. chemistry ~170 M€ over 6 years, funded by EU ~100M€)
Earth Sciences | Now moving to a permanent European

i:]“s?;ﬁe Infrastructure: EGI Zgoo S“‘t"s_

countries
Geophysics : _>200.000 cores
High Energy Physics . & y . ¥/>20 PetaBytes
Life Sciences f

#% >10,000 users
>150 VOs
>150,000 jobs/day

Multimedia
Material Sciences

GridFP

2 Orfi'putlng o |d i Aprll E UK Computing for Particle Physics
e - e~




tuto Nazionale Fisica Nucleare):
//www.infn.it

n Grid Initiative): http://
angrid.org/

Tier-2 Centres
(> 100)

-
-
>

Tier-1 Centres
- -~ - 10 Gbit/s links
ot ol | Gridka.
e L *5
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Italian Grid Infrastructure
Production and Training sites

[y

- Computer resources
Computing power installed

N

Total: 14212 cores

Total: 25446 kspi2k

: CNR-ILC-PISA = =
INFN-Padova T Disk space installed
INFN-Padova-CMS
INFN-Milano-ATLASC GILDA-Padova RN EEFER <
] W ENEA-INFO S
INFN-Torino INFN-Pavia ROTEARES :::::2
n INFN-Parma y ' INFN-BOLOGNA-
. ™ IvF-redite —
INFN-Genova INFN-TIER1 ey | IRETANG Total: 5 PB
_m INFN-CNAF 3 INFN-CNAF
INFN-CNAF-LHCB \ B INFN-FERRARA 8 INFN-PADOVA- WSNS-PISA
Db B INEN-FRASCATI B INFN-PARMA SPACI-CS-1A64
INFN-GENOVA INFN-PISA W SPACILECCE
INFN-Pisa @ CIRMMP-Firenze INFN-LNL-2 M INF-ROMAL 8 UNI-PERUGIA
& INF-UNS B INFN-ROMAL-CMS R
©® CNR-PROD-Pisa INFN-MILANO B INF-ROMAL-TEO CYBERSAR-CAGLIARI
CNR-ILC-Pisa I INFN-NAPOLT BINFN-ROMAL-VIRGO I INFN-MILANO-ATLASC
A o NiPG IPOLARG  INNROMAS A
5 dl INFN-Perugia INFV-NAPOLIATLAS  BUINEN-TL M SISSA-TRIESTE
INFN-NAPOLI-CMS INFN-TORINO M SPACI-NAPOLT
el INFN-Romal INFN-NAPOLI-PAMELA  BIINFN-TRIESTE W UNINA-EGEE
= * INFN-Romal-CMS
D INENBTEsS INFN-Roma1-TEO
E: INFN-Romal-VIRGO
a3
[ rmdrasusesurs
O unar alt=s from savaral B INFN-Frascati
ESA-ESRIN

Uniszraielas and Camputing Cantrs
putlng | GRISU-ENEA-GRID oy noo oy
INFN-Napoli-ARGO
INFN-Napoli-ATLAS o
INFN-Napoli-CMS INFN-Bari
INFN-Napoli-PAMELA

GRISUSPACI-Lecce ®

[SUSY BERSARECAGIIaM |

PRY GRISU-COMETA-pi2s2-UNIPA

. GRISU-COMETA-
, ' & = Ppi2s2-UNICT-DMI

ERISOCOMETRNEN 252 Catanay
CRISUCOMET ASYNEN TSI
CERCEICAtaS

54 sites 1100 users
~ 13883 cores 50 VOs
5 PB Disk storage 13k job/year
5 PB Tape storage' 10 application domains
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' The problem:
Assign frequencies for == |

digital radio and 1. iz 42
.. . . — i

television (international | T 1 T ol

treaty) | :

Critical point: _ |
Need on - | ) | (L h
dependability: verify Figure 1 _ DIANE R&D Project
. (lteratlvely) The extent of the planning area for the RRC-06 N hittp-/icern.chDIANE
the compatibility ¥ _,
i between radio - = = <
stations ‘ 1
e Solution: g”w””‘”é” Lgl_l
i \ Use the EGEE grid + a . p—> # .
B system used in ATLAS e
i el and LHCD to increase the :
[l reliability of the Grid A S
CHA211 Genve 23 |
Switzerland .

www.cern.ch/it



ERRITIII . CERN
—— ) Questions? T

Department

Angels &

ANGELS&DEMONS

IN THEATERS MAY 2009

Based near Geneva, GERN Is one of the world's
premiere sclentlfic research laboratories. Created in

1854, it houses the world's largest particle physics

facility where scientists and engineers seek to

understand the Laws of Nature.

CERN grabbed headines in September 2008 with the
first tests of its Large Hadron Collider, an underground
tunnel spanning more than 17 miles under Switzerland
and France. Once fully operational, CERN wil be able
1o replicate the moment of Creation or what's referred to

s the bia bana.* While proponents of CERN see this

4 BACK
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'?-'E[HE ITIERRTRVRANRAAN
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.
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CERN IT Department
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Switzerland
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CERN e-Recruitment Home Page

e-Recruitment

https:/ fert.cern.ch/browse_www /wd_pds?p_web_site_id=1

7 twiki computer centi@

el

HR Home | Site map | Contact us | CERN Home

m 0m T
@ vacancies O ancean O Hr Department Search

I Register in e-RT

I Login to e-RT

1 Search Vacancies

Full Search

Internal Posts &

Recently Published

By Reference

1 Employment Conditions

1 Information for

Marie Curie Actions

Special Programs

Apprentices

1 Your Feedback

1 Contact Us

1 FAQ

We are at the forefront of technologies in many fields, and there are

opportunities for both working and learning at CERN, including student and Welcome to our e-Recruitment website! We rely on

graduate programmes, as well as vacancies in many domains such as
electricity, mechanics, electronics and computing, etc.

Please use the left-hand menu to search and apply for our current
opportunities or look for further information on our recruitment conditions
and programmes, recruitment events or to contact us.

UCquuez icl pour une explication en frangais

your feedback to continue improving this site.
Problems can be reported by mail.

CERN staff please click on "Internal posts” in the
menu to access internal vacancy notices (AIS login
required)! (more info)

Important technical information.

Do not wait until the last day to send your
application as additional information will be
requested by CERN once your application form has
been received! More Info...

Focus on...

Are you an undergraduate student of a CERN Member
State nationality in a technical field looking for a
practical training period or a place to do your final
project? CERN has a Technical Student programme
that could interest you. If you have completed at
least 18 months of your technical undergraduate
studies, and your course reguires a practical training
period of 6 to 12 months, which you wish to spend at

=

LLECL bbbl bbb bbb b

T

N/

IHR General I Recruitment 1 Training I Staff Career 1 Services 1 CERN Official Documents

Information
1 welcame Page CERN is the European Organization for Nuclear Research, based on the C E R N O ti O n S fo r
1 Intranet Franco-Swiss border near Geneva (more....). News p

students

University level
(BS/Master)

' Summer student
*  OpenLab summer students

i Deadlines
Fetoms Tachnical & b Master thesis
Associates Doctoral Students ; TeChnicaI student (non
Students Fellows 07-SEP-09 ..
Scientific Associates 19-MAR-09 thSICISt)

PhD students

' Doctoral students

Young scientists/engineers
© Fellowship
© Other programmes

CERN IT Department
CH-1211 Geneve 23
Switzerland

www.cern.ch/it 36



