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)/ Early days of COMPASS (1998)

A new experiment being built... ... with new computing challenges
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0.5 PB / year
Massive use of PC technology

The SM2 magnet... The COMPASS Computing Farm...
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q Very recent LHC pp collisions!

Run Number: 152409, Event Number: 5966801
Date: 2010-04-05 06:54:50 CEST

W-ev candidate in

7 TeV collisions
p,(e+) =34 GeV

nie+)= -0.42

E,™ = 26 GeV

M, =57 GeV




&) Interesting facts
(CERN Computer centre)

Number of machines

—  About 4,500 batch (18,000 CPUs)
—  About 3,000 disk servers (50,000 hard drives)

—  Several hundred tape servers, console head-nodes, database and Grid servers etc.

Storage Capacity
- b5+ PBdisk
— 25+ PB tape (IBM and Sun/StorageTek)

—  There will be an additional 15 PB each year needed for the LHC data (3*1076 DVDs!)

Network Capacity

—  Connection at 10 gigabits/second to each Tier 1, plus backup, plus regular (firewalled etc) internet
— Speed record: 1.1 TB in less than half hour (CERN-CalTech)

Number of staff

— CERN:~2700 ; IT department (computing) ~250 and ~200 on shorter-term Grid projects

Early 2009 data
Fast ramp up going on for the LHC start



ServicelActivity

Disk and Tape Provide storage capabilities 1500 disk servers
5 PB disk space,

16 PB tape storage

Metwork Campus Provide local CERM area network service The Metwork core has a capacity of 4.8 Thps

The total number of network ports is:
=1000 10 Gigabit ports
=T0000 Gigabit ports
: feadinn 34000 hosts
Prowvide connectivity and infrastructure  with

External Networking other 11 T1s

Out-coming Internet Back bone up to 80GEfs to 11 centers
Speed record: 1.1 TB transferred in less than half hour {Caltech-CERM)

NICE PC PC cluster 5.500 active NICE PCs
1,500 Macs
1,100 CMF packages
Computing Facility Provide local & Grid Computing Power 4500 nodes installed
16K CPUs available
Up to 10K concurrent jobs

The system to cool the centre more than S00,000 m3dh cold air o cool PCs

three 1.5 MW chillers
CWsS Concurrent Version System owver 300 Software Projects
and owver 3000 users

Messaging services Email, Ldap, Listbox, News, Fax, Antispam 17,015 mailboxes

T000 lists
2.8TE data

2.5 Million messagesiday
(—98% SPAM)

- 8852 sites

- including 930 sharepoint sites
- & million hits per day

- Bandwith 2 Thyte per day
30,000 simultaneously

1 PB /month each ATLAS, CMS
1 GB/s (1.6 GB/s peak) to 12 sites
160 VOs

15,000 users

27,000 volumes
25TE allocated

Computing Center cooling
system

Web Services Web Services , Search Engine, Verisign

Coordinating and operating WLCG grid

activities

Andrew File System (distributed file system

AFS for CERMN users)
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What makes High-Energy Physics so
special (also in computing)?

« High rates

— 100-1,000 MB/s over long periods of time (10+ years, ~107 s/year i.e
several months a year)

« High data volumes

— Rates + derived types + replications > 0(10) PB/year/experiment
* Lot of files, relatively small DB (compared to the file storage)

 Several 10° PC cores to reconstruct, simulate and analyse the data
- Reconstruction 10-100 s range on one PC

 Large distributed collaborations
— 0O(1000) physicists
— Everyone (“everywhere") gets in touch with data, in general with custom
applications (based on common framework). High concurrency
— Human activity, “interactive”: need to minimise the latency



LHC Computing Grid

Worldwide infrastructure
(EGEE + OSG + NDGF)

e CGCC

Enabling Cnids
for.E-sclencE
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* "Number crunching” boxes

— No resident scientific data

— Shared facility for all CERN
users (basically every
physicists participating in an
experiment at CERN)

 Faster PC means more
SPECs per box

— SPEC_INT_Z2k still very
much used

+ 1,000 SI2K ~ Pentium4 @
36Hz (~36GFlops)

M. Lamanna - CER
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« "Staging” area: the
keepg“hcgfr" data Y

« Access to these disks is
managed by dedicated
PCs (serving/receiving
data to the PC crunching

humbers)

° “Moorse"'s IGW at Wor'k Disk Requirements
herel BT e
— Gb per € goes up B

— Disk capacity goes up < - B
« GB/cm3 goes up 100 - B
— Mass-market items! e -
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Tapes

« Data custodial

— We build accelerator and experiments
to collect scientific data

« Write-once / Read-many
— At variance with backups (Write-once /
Read-never)
» Evolving (a’ la Moore's law) but more
"gently” than PCs iy

— No surprise, none of us has a tape B Ry
library at home, I guess © »
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« Expect to store 40 PB (40,000 TB)
of data per year

— Scientific data, corresponding derived
data (reconstruction, analysis),
simulation data

M. Lamanna - CERN
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EXAMPLES OF OTHER
APPLICATION
(CERN COLLABORATIONS)



) ITU conference (2006)

The problem:

Assign frequencies for
digital radio and television
(international

treaty)

&

Critical point: |
Need on dependability: Figure 1 _

. . . The extent of the planning area for the RRC-06
verify (iteratively)

the compatibility between

hdaster

radio stations

Solution:

Use the EGEE grid + a system
used in ATLAS and LHCb

to increase the reliability

of the Grid
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Bird Flu

« Basic idea:
— Compute how a given chemical interacts with a protein (e.g. belonging
to a virus)
— High affinity means the chemical is a potential drug against the virus
« Insilico (i.e. use your PC):
— Scan millions of chemicals (~103 s per chemical-protein pair)
« With 1,000 PCs, 1 docking per second

— Good candidate given to biologist (verification longer -and more
expensive- than in silico docking)

+ Inpractice, you enrich the initial sample saving time - Molecular docking
(and money) Intermolecular Axis =
+ Essential to fight to pandemia (HBN1) or to fight Range Angles

neglected diseases (like Malaria)

« WISDOM collaboration
— Malaria
— H5N1 (Bird Flu) BSIEISS

Enabling Grids
for E-sciencE

Receptor .
Origin

M. Lamanna - CERN k Origig
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Innovation and commercial use.

\ad EG-i = LAl EC. N[ Wetl. » Agalic » il kNPEATL R T

<« C | ¢ rtpyjpicturaseaschimense.comysrarch fad=Fappy=facrs+on+-he+heachioac-ion s

i Pyhten ubref [ Delegateto od.. [ Coogle-Deokm .. [ DWNC [lganga [1zoals T :meteo 7 1sperts: windsuring

imense

picturesearch

ab oz se

Rasults per page 20 v

Fappy %ces on the brach

vodsl releazsd Rigts managed
230 ; P —1
W Cambridgs T Oxford
e : W Durhiani RHLL -
2 Fi B Glasimow TRAL : Similar Similar Similar
. |,3|)'.:f|S|El 3 resulls composition resulls|cnmposition resullsjcomposition

1500 -
Zlon= T h

s00°

Imapes provessed per mimule

e 4

125 150 17
Similar Similar Similar

o v
l'me ._|lOl.[$j results composition resultsjcomposition resultscomposition

C. Town and, K. Harrison: Large-scale
Grid Computing for Content-based Image
Retrieval, ISKO UK 2009 conference
proceedings

]

(R S R A 200 228 280

M. Lamanna - CERN

("1 Gzher kookmarks
register logn

1 Pagel1cfug *

19



y Hydrological modeling

Observations > Climate > SWAT > Scenarios2

SWAT > Scenarios3 20%
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CERN contribution:
“gridification” of SWAT
Using Ganga/Diane
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+ different scenarios
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Questions?

ANGELS&IDEMONS

IN THEATERS MAY 2009

CERN

Based near Geneva, CERN is one of the world's
premiere scientific research laboratories. Created in
1954, it houses the world's largest particle physics
facility where scientists and engineers seek to

understand the Laws of Nature

CERN grabbed headiines in September 2008 with the

first tests of its Large Hadron Collider, an underground

tunnel spanning more than 17 miles under Switzerland

and France. Once fully operational, CERN will be able
to replicate the moment of Creation or what's referred to

as the 'bia bang." While proponents of CERN see this
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