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CERN
Some precursors... T

Department

e Computing for HEP means data handling

— Fixed-target experiments are also at the forefront
* COMPASS
— >300 TB per year starting 2001 (still running)

— Is used to investigating new computing technologies

* One of the first reconstruction programmes entirely written
using C++ and modern techniques

e Raw data recorded at 35-70 MB/s (CMS expect ~200 MB/s)
» Test of very-large database technologies

* First user of CASTOR (transparent access of tape data)



. CERN
Clusters of Inexpensive Processors |1

Department

Requirements driven

« We started this phase with
a simple architecture that
enables sharing of storage
across CPU servers, that
proved stable and has
survived from RISC to
Quad-core

Parallel, high throughput
*Sustained price/perf
improvement ~60% /yr

« Apollo DN10.000s
1989 20 MIPS/proc

1990 - SUN, SGil, IBM, HP,

each with its own flavour of
1996 - the first PC servic
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LHC (14 TeV)

Year/ | ep 11 (200¢ev)

1998 — COMPASS Computing farm
2008 — dual quad core systems

LEP (100GeV) i
COMPASS

- 50K MIPS/chip = ~20k cores available == ~20 MSI2K

5 orders of magnitude in 18 years



CER
7 The LHC Data Challenge ST
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The accelerator will be
completed in 2008 and run for

10-15 years

* Experiments will produce about -
15 Million Gigabytes of data S 30Km
each year (about 20 million CDs!) 13 8m -

 LHC data analysis requires a
computing power equivalent to
~100,000 of today's fastest PC

processors

| * Requires many cooperating
computer centres, as CERN can

I only provide ~20% of the

CERN IT Department
CH-1211 Geneéve 23
Switzerland
www.cern.ch/it

lan Bird, CERN, IT Department



CERNIT
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Summary of Computing Resource Requirements

All experiments - 2008
From LCG TDR - June 2005

CERN All Tier-1s  All Tier-2s Total
CPU (MSPECint2000s) 25 56 61 142
Disk (PetaBytes) 7 31 19 57
Tape (PetaBytes) 18 35 53
CPU Disk Tape
CERN CERN
18% 12%
All Tier-2s

All Tier-2s
43%

All Tier-1s
39%

33%

All Tier-1s
55%

All Tier-1s
66%

lan Bird, CERN, IT Department



e : : CERN
= Solution: the Grid Ll-partmem

e Use the Grid to unite computing resources
of particle physics institutes around the

world

The World Wide Web
provides seamless access to
information that is stored in
many millions of different
geographical locations

The Grid is an infrastructure
that provides seamless

,,,,,,,,, i access to computing power
[ and data storage capacity

,m,,'.»,;-}jr'f'-,' i | distributed over the globe

CERN IT Department
CH-1211 Genéve 23
Switzerland

www.cern.ch/it lan Bird, CERN, IT Department



How does the Grid work? T

Department

It makes multiple computer
centres look like a single

b
system to the end-user S
SR
* Advanced software, called & g P

Data

middleware, automatically §g \¢&§ AP, @ sooess
finds the data the scientist = ik s it Ny o

. and OGSA
Collaboration Information Hosting

needs, and the computing “ and Romatc JL " Senice

Instrument

power to analyse it. ?
I %% Storage i I
S * Middleware balances the Supemompmer 9 Servers
s load on different resources. SONET ST {
| It also handles security, e
1 1 H outers
accounting, monitoring and O B s

much more.

CERN IT Department
CH-1211 Geneéve 23
Switzerland
www.cern.ch/it

lan Bird, CERN, IT Department



: : CERN
View of the ATLAS detector (under construction) L-!_partment
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October 2005
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CERN Computer Centre
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ATLAS ~ 320 MB/sec - e

ALICE ~ 100::|MB!'5EC

- dugpm  CMS ~ 220 MBisec



LHC Computing Grid project (LCG) =T
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More than 140

computing centres

Tier-2 Centres
e 12 large centres for

primary data
management: CERN
(Tier-0) and eleven
Tier-1s

e 38 federations of
smaller Tier-2
centres

Tier-1 Centres

SRR NN dedicated 10 Ghit/s links

e 35 countries involved
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CERN IT Department
CH-1211 Geneve 23

Switzerland
www.cern.ch/it

lan Bird, CERN, IT Department



LCG Service Hierarchy T
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Tier-0: the accelerator centre

- Data acquisition & initial processing
* Long-term data safekeeping

« Distribution of data = Tier-1 centres

Tier-1: “online” to the data
acquisition process -2 high
availability

« Managed Mass Storage —
—> grid-enabled data service

maipe) +  Data-heavy analysis
« National, regional support

Canada — Triumf
France — IN2P3 (L
Germany — Forsch
Italy — CNAF (Bolo
Netherlands — NIK SARA (Amsterdam)
Nordic countries —distributed Tier-1

— Brookhaven

Tier-2: ~140 centres in ~35 countries

« Simulation

« End-user analysis — batch and interactive _J.
N

lan Bird, CERN, IT Department



WLCG Collaboration CERNLIpartmem

The Collaboration
— 4 LHC experiments
— ~140 computing centres

— 12 large centres
(Tier-0, Tier-1)

— 38 federations of smaller
“Tier-2" centres

— ~35 countries
e Memorandum of Understanding

— Agreed in October 2005, now being signed e ——
* Resources v
Open Science Grid

— Focuses on the needs of the four LHC experiments
— Commits resources

| * each October for the coming year e“* ee
* 5-year forward look jnab|ing Grids
— Agrees on standards and procedures for E-sciencE

________ I W\k\\ * Relies on EGEE and OSG (and other regional efforts)
CERN IT Department
CH-1211 Geneve 23
Switzerland
www.cern.ch/it

lan Bird, CERN, IT Department



@ any Tier-1

Tier-2

Any Tier-2 may
access data at

Data distribution from CERN
to Tier-1 sites

The target rate was achieved
in 2006 under test conditions

Autumn 2007 & CCRC’08
under more realistic
experiment testing, reaching
& sustaining target rate with
ATLAS and CMS active

Tier-2s and Tier-1s are

3 inter-connected by the general
! purpose research networks

CERNIT
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CERNIT

Gr|d aCt|V|ty Department

e WLCGran~ 44 M jobs in 2007 — workload
has continued to increase — now at ~ 165k
jobs/day

* Distribution of work across
TierO/Tierl/Tier 2 really illustrates the
importance of the grid system

Tier 2 contribution is around 50%; > 85% is
external to CERN

Dec-07

m CERN

W ASGC

W BNL

W CC-IN2P3
m CNAF

W FNAL

W FZK-GridKA
B NDGF

M NL-LHC-Tier-1
m PIC

m RAL

m TRIUMF

1 Tier-2s

CPU Usage October 2007
(K-SI2K-Hours)

15%
45%

Tier-1s
40%

accounting data



Impact of the LHC Computing Grid in EuroﬁEeRN”
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* LCG has been the driving force for the European multi-
science Grid EGEE (Enabling Grids for E-scienck)

 EGEE is now a global effort, and the largest Grid
infrastructure worldwide

e Co-funded by the European Commission (Cost: ~130 M€
over 4 years, funded by EU ~70M<£)

 EGEE already used for >100 applications, including...

Bio-informatics Education, Training Medical Imaging

lan Bird, CERN, IT Department



Selge)  mesceepoect

EGEE

Started in April 2004, now in second phase with 91 partners in
32 countries

3'd phrase (2008-2010) in preparation

Objectives

Large-scale, production-quality
grid infrastructure for e-Science

Attracting new resources and
users from industry as well as

science e
Maintain and further improve w

“gLite” Grid middleware

lan Bird, CERN, IT Department



Registered Collaborating Projects

25 projects have registered as of September 2007: web page
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http://egee-technical.web.cern.ch/egee-technical/related-projects/list-projects.htm

Collaborating infrastructures

CERE "
“nabling Crids Foy NS
for E-scienc! =

o
Al
¥

_'_..--"""‘--.._\_ Ly

W AL
sy

/ =l
. . AR or
Open Science Grid A%& A
Ay
.—} °
V) = f"!-;m"
Ca \
TeraGrid
W Dovoue:
» Europsan

Countries connected 1o the EGEE Infrastructure

Countries connectad o the Infrastructure via tha US Open Science Grid £

Countries in the EELA project f
[T s
= Countries in the ELIMedGrid project

HHEG' Countries in the BallicGrid project
e Countries in the SEE-GRID project
? Countries in the ELIndiaGnd project

G E N T 2 Countries in the EUChinaGrid project
)-i Countries in several regicnal projects

L

lan Bird, CERN, IT Department


http://www.opensciencegrid.org/
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In silico drug discovery

Enabling Grids for E-sciencE

Diseases such as HIV/AIDS, SARS, Bird Flu etc. are a threat to public
health due to world wide exchanges and circulation of persons

Grids open new perspectives to in silico drug discovery
Reduced cost and adding an accelerating factor in the search for new drugs

Arsas raparting confirmed accurance of HSN1® avian influenza in poultry and wild birds sinca 2003 S s ag of 07 Apry! 2005

International collaboration
IS required for:

Early detection
Epidemiological watch
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WISDOM

Enabling Grids for E-sciencE

http://wisdom.healthqgrid.orqg/

) L A A

o 7 Tnformation Society Z N"_VKRGNE_‘ 2

oo Comtiiinn shppaa (A VEGLAML DAIARNL SHARE |

4 inlfictive for grid-enabled arug discovery ecee  goon 2. Wﬂ“‘l"‘ CE mm [
. : nabling Crids g Neberd of smlloe o SBIgl‘rlfggRlD

against neglecled ond emergent disecses for --scienc

7 — =\
Jobs per Site ' R Limaee aF norkEn CoMPOLNG
0 100 200 300 400 500 600 700 800 9001000 = TUNRBER OF GOCKES LONPOURDS... 241200

(€ iysiLicoCOsT _ 8.712 €
M UITRO ESTIMRTED £O6T 120.600 €

LIS BN LN B AN BRSO BT LT T e T T

EGEE UKI
EGEE SouthEasternEurope

EGEE italy
CPY.DAYS CONSUMED. ... 363

AUVERGRID
e X o
wedrd SUCCESS RATE.....oiin. 83 %

EGEE France

EGEE SouthWesternEurope Docked Compounds vs. Time

Docked compounds

EGEE Russla A

EGEE NarthenEurope SRS

150000

EGEE AsiaPacific

100000

EGEE CentralEurope 50000

T TTTITTT YT

EGEE GermanySwitzeriand ”Time in hour

X 7

Docking challenge on EGEE and AuverGrid infrastructures

LRI »(,“ R T R O s 4-.»,1.:]7-:.---~.n,»‘--‘~ s .4.'.".'.“,',‘.'."".\1)411"V-ﬂj."

SRR TN a“-., r-;“ ET SRR EE R -'V*-r‘-n) ~r-.~“~ STV NEALE T ey
|
|

EGEE-II INFSO-RI-031688


http://wisdom.healthgrid.org/
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Department

For more information:
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e

'."_CG. =nabling Grids
- for E-scienckt
www.eu-egee.org

www.cern.ch/lcq

. GridCafé

www.eu-eqi.orq/

www.gridcafe.orq

S
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CERN IT Department
CH-1211 Geneve 23
Switzerland

lan Bird, CERN, IT Department

www.cern.ch/it

Thank you for your kind attention!
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